The plasticity shown here in vitro shares many properties with the
plasticity observed in vivo following the pairing of a predictive signal
with sensory input or intracellular current pulses'™. In both cases,
the changes are input-specific, bidirectional and established within
a few minutes. In both cases the plasticity is anti-hebbian, with a
decrease in excitation and a possible increase in inhibition taking
place within a narrow temporal window. Thus, our results support
the hypothesis that anti-hebbian plasticity at the parallel fibre
synapse mediates the generation of negative images of predicted
sensory input in these structures. O
Methods .
400-pm thick slices of the mormyrid electrosensory lobe were maintained in an
interface chamber in humidified 95% O,, 5% CO, and superfused at room
temperature (23-25 °C) with artificial cerebropsinal fluid (ACSF), at a rate of
2 mlmin~". The ACSF was saturated with 95% O,, 5% CO, and contained (in
mM): NaCl 124; KCI 2.0; KH,PO, 1.25; CaCl, 2.6; MgSO4.7H,0 1.6; NaHCO;
24; glucose 20. Two monopolar insulated tungsten stimulation electrodes were
placed in the molecular layer (S1 and S2; inset in Fig. 1a) in order to stimulate
two separate parallel fibre inputs to the recorded neurons (pulses of 0.1 ms and
5-50 pA amplitude). Purkinje-like cells were recorded intracellularly with
sharp microelectrodes (150—200 M) containing 2% biocytin dissolved in 2M
potassium methyl sulphate. Paired pulse facilitation was measured in 7 cells at
interpulse delays of 30—45 ms in order to test for activation of separate groups
of fibres by S1 and S2. Facilitation was marked with stimulus pairs S1-S1
(range, 27—-108%; mean, 54%) or S2—-S2 (range, 18—69%; mean, 42%) but was
minimal or absent with stimulus pairs S1-S2 (range, —7 to 13%; mean, —1.3%)
or $2-S1 (range, —15 to 3%, mean, —3.6%), indicating that separate groups of
fibres were stimulated.
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Dynamics of orientation tuning
in macaque primary visual
cortex

Dario L. Ringach, Michael J. Hawken & Robert Shapley
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New York 10003, USA

Orientation tuning of neurons is one of the chief emergent
characteristics of the primary visual cortex, V1 (refs 1, 2). Neurons
of the lateral geniculate nucleus, which comprise the thalamic
input to V1, are not orientation-tuned, but the majority of V1
neurons are quite selective. How orientation tuning arises within
V1 is still controversial"*~"’. To study this problem, we measured
how the orientation tuning of neurons evolves with time'*** using
a new method: reverse correlation in the orientation domain.
Orientation tuning develops after a delay of 30—45 milliseconds
and persists for 40—85 ms. Neurons in layers 4Ca or 4Cf3, which
receive direct input from the thalamus, show a single orientation
preference which remains unchanged throughout the response
period. In contrast, the preferred orientations of output layer
neurons (in layers 2, 3, 4B, 5 or 6) usually change with time, and in
many cases the orientation tuning may have more than one peak.
This difference in dynamics is accompanied by a change in the
sharpness of orientation tuning; cells in the input layers are more
broadly tuned than cells in the output layers. Many of these
observed properties of output layer neurons cannot be explained
by simple feedforward models'”¢, whereas they arise naturally in
feedback networks’~"’. Our results indicate that V1 is more than a
bank of static oriented filters; the dynamics of output layer cells
appear to be shaped by intracortical feedback.

We adapted the reverse correlation method” to study the
dynamics of orientation tuning in macaque V1. The stimulus was
generated as follows. For each cell, a set S of sinusoidal gratings of a
fixed spatial frequency but different orientations and spatial phases
was generated. In these experiments, the orientation domain was
sampled in steps ranging between 3° and 12°. For each orientation,
sinusoidal gratings at four spatial phases a quarter of a cycle apart
were included in the set. A stochastic image sequence (the stimulus)
was generated by randomly selecting, at each video refresh time, a
new image from S. This was done at a rate of 60 frames per second
for a period of 15 min.

The data were analysed to determine the dependence of the cell’s
response on the past history of oriented gratings presented on its
receptive field (Fig. 1). First, an array of counters corresponding to
each of the orientations present in the stimulus was zeroed. A fixed
value of a time-delay parameter 7 was selected. For each nerve
impulse recorded, we went back 7ms in time and obtained the
orientation of the grating that was present at that moment in the
image sequence. The counter corresponding to that orientation was
incremented by one. Gratings at the same orientation but different
spatial phases shared the same counter. Thus, this procedure
averaged across spatial phases. When all action potentials were
distributed in the counters, we normalized the resulting histogram
by their total number and thereby obtained an estimate of the
probability that an orientation 6 was present in the stimulus image
sequence 7 ms before a nerve impulse was generated by the cell. This
probability is denoted by r,(6). For a fixed value of 7, the function
r,(6) is a probability distribution on the orientation angles present
in the stimulus set. Note that this procedure is equivalent to that of
computing the forward correlation: the probability of firing of a cell
7ms after the presentation of a particular orientation in the
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stimulus sequence. We studied the dynamics of orientation tuning
by looking at how the distributions r,(6) evolve with the time-delay
parameter 7.

For 7 = 0, for example, we do not expect to see any influence of
the input on the output train of action potentials because of the time
delay between the retina and the evoked activity of cortical cells, so
r(6) should be a uniform distribution on the orientation domain.
Similarly, for very long 7 values we also expect to obtain a uniform
distribution of r,(6); this is because cells have only finite memory.
For intermediate values of 7, a smooth peaked distribution is
expected which represents the preference of the cell for particular
orientations. There will be one value of 7 for which the cell will be
better tuned than at any other time; we refer to this value as the
‘optimal 7°.

We have applied this method to 61 cells of known laminar
location in macaque V1. The results indicate two main patterns of
dynamics: ‘unimodal’ and ‘multimodal’. Unimodal dynamics mean
that the orientation probability distribution develops from a uni-
form distribution into a smooth unimodal distribution until some
optimal value of 7, and then relaxes back to uniform. Dynamical
patterns that do not fit this description are referred to as being
multimodal.

Figure 2a, b shows two cells with unimodal dynamics in layers
4Ca and 4CB. These distributions are broadly tuned for orienta-
tion; even at the optimal 7 the probability that a cell responded to a
grating at an orientation orthogonal to the preferred one is
significantly larger than zero. All 12 cells studied in layers 4Ca
and 4CB showed an evolution of the orientation probability
distribution with unimodal dynamical characteristics like those
shown in Fig. 2a, b.

Multimodal dynamics (Fig. 2c—h) were observed in 28 out of 49
cells in supragranular and infragranular layers. The laminar dis-
tribution of these cells is summarized in Table 1. Figure 2c illustrates
multimodal dynamics in one sharply orientation-tuned neuron
from layer 4B. The orientation distribution for this cell at
7 = 53 ms before a spike occurred is narrow with a single peak;
this peak corresponds to the best orientation as measured with
steady state drifting sine gratings. For a time delay of 7 = 59 ms, the
shape of the probability function is not single-peaked but rather
resembles a Mexican hat in the orientation domain: the orientations
flanking the optimum orientation became relatively less effective in
eliciting a response®. The distribution changes at 71 ms, where the
orientation probability function shows a broad peak at an orienta-
tion orthogonal to that measured at 7 = 53 ms. This means that
with a 71-ms delay, the most likely orientation to precede a nerve
impulse is orthogonal to the main peak measured at shorter delays.
Such dynamical shifts between the preferred and the orthogonal
orientation, when going from short to long delay times, were a
common finding outside layer 4C. All cells classified as multimodal
showed such an ‘inversion’ of the orientation distribution to some
extent. Another example of such an inversion in the orientation
distributions of a layer 4B cell is shown in Fig. 2d.

We also observed other patterns of multimodal dynamics, for
example, cells whose preferred orientation seemed to drift con-
tinuously with time'®. These cells were mainly found in layers 2 + 3
and 5. Figure 2e shows the result obtained from a cell in layer 2 + 3.
At a time delay of 7 = 56 ms, the best orientation is about 130°, and
in the subsequent graphs the peak shifts towards 180° (64 ms),
winds around zero degrees (72 ms), and then remains stable at 60°
for 7 = 88 ms. Notice that at 7 = 88 ms, the distribution has a mode
90° away from the mode of the distribution at 7 = 56 ms. Therefore
this cell also exhibits an inversion of the orientation distribution.
Similar results from a cell in layer 5 are depicted in Fig. 2f: the
preferred orientation of this cell at 7= 54 ms is around 120°, at
7 = 75 ms it shifted to 90°, and by 7 = 82 ms the peak moved to 55°.
Figure 2g shows a very sharply tuned cell in layer 2+ 3. The
probability distribution profiles of this cell have a Mexican hat
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shape for almost the entire period of the cell’s response. The
orientations flanking the optimal one have the lowest probability
of preceding a spike. At 122 ms, the neuron exhibits an inversion of
the distribution. Finally, a particular type of dynamics is observed in
some neurons of layer 6 (Fig. 2h): a single-peaked distribution
develops until 7 = 59 ms, but for time delays larger than 59 ms the
distributions become clearly double-peaked. The modes are ~90°
away, corresponding to orthogonal orientations***’. The secondary
peak even becomes dominant at 7 = 91 ms.

The change in the dynamics of orientation tuning, from unim-
odal to multimodal observed when moving from layer 4C to
supragranular and infragranular layers is accompanied by a shar-
pening of orientation tuning. Cells in layer 4C, which all have
unimodal dynamics, are more broadly tuned than cells in other
layers®®. This can already be seen in the examples shown in Fig. 2.
We also measured the orientation tuning bandwidth in a relatively
large population of N = 316 cells (39 located in 4Ca, 37 in 4CB,
and 240 outside layer 4C) using conventional drifting sinewave
gratings. Orientation bandwidth was characterized by the circular
variance of the responses® (see Methods). We found that cells in 4C
are significantly less tuned than cells outside layer 4C (Wilcoxon

Table 1 Laminar distribution of cells with ‘multimodal’ dynamics

Layer Total cells ‘Multimodal’ Percentage
243 18 7 39
4B 12 n 91
4C 12 0 0
5 9 5 56
6 10 5 50

The total number of cells sampled in each layer and the number and percentage of these
cells that exhibited ‘multimodal’ dynamics are shown. All cells in layer 4C had unimodal
dynamics. The largest concentration of multimodal cells is in layer 4B. We have not yet
sampled from cells in layer 4A.

No. of spikes

Orientation 90° 120° 150° 0 (deg)
counters
Increment counter
corresponding to
this orientation by +1
e+ -+ 22 \\\\\\\ =1l --
sequence ==
I;‘
Nerve impulse o o « o o o
e imj [ (T
Time

Figure 1 Reverse correlation in the orientation domain. A fast sequence of
gratings with a fixed spatial frequency but random orientations and spatial
phases is presented in the cell's receptive field. A segment showing five
consecutive frames in such a sequence is shown in the figure. The number of
times a particular orientation was present in the stimulus sequence rms before a
spike occurred is shown by the histogram. Normalizing the histogram by the total
number of spikes, we obtain an estimate ofr,(8), the probability that a grating with
orientation # was present in the stimulus rms before an action potential was
recorded. We study the dynamics of orientation tuning by looking at the evolution
of r(6) with 7.
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rank sum test, Z = 4.91, P <5 X 10~ ’; the median circular var-
iance in layer 4C was 0.77, and for cells outside 4C was 0.41).

Simulations we have performed of simple feedforward networks
based on spatially aligned lateral geniculate nucleus-like inputs
(with identical time-course responses for all subunits) show unim-
odal dynamics (M. Pugh, M. Shelley, D. McLaughlin, R.S. and
D.L.R., unpublished observations). The orientation distributions
observed outside layer 4C are difficult to reconcile with such a
feedforward model. In contrast, some features of the multimodal
dynamics arise naturally in recurrent feedback networks™"7 (M.
Carandini and D.L.R., manuscript in preparation). For instance,
inversions of the orientation distributions may occur if neurons
with orthogonal orientation preferences inhibit each other®.
Centre-surround facilitation and suppression in the orientation
domain""" may account for the secondary peaks seen in distribu-
tions like those of the layer 6 cell in Fig. 2h, and the Mexican hat
shape of the orientation probability functions in Fig. 2c, g.

The dynamics observed outside layer 4C can be described as
having two components: an oriented early excitatory component
followed by a delayed inhibitory or suppressive component with
similar preferred orientation but broader orientation tuning. This

a 4Ca
22.8 spks-!
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180 0 90
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0 90
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suppression will sharpen the steady-state orientation tuning of a
cell. In some cases (Fig. 2g), the inhibitory component appears quite
rapidly and may have an immediate effect on the orientation tuning
properties of the cell. It is possible that a more complicated
feedforward mechanism than the one we considered is responsible
for generating the delayed inhibitory component. However, a
simple mechanism like a hyperpolarization of the cell following a
recent excitation does not account for most of the dynamical
features in the data, such as the Mexican hat distributions or the
drifts in the preferred orientation of the cell with time. Long-range
lateral interactions between centre and surround could also be
contributing to the dynamics or orientation tuning observed in
our experiments® %,

We have observed five cells whose orientation tuning bandwidth
decreased with time during the early phase of the response®. In Fig.
3a, normalized distributions from a neuron in layer 2 + 3 for two
delay times, 7 =45ms and 55ms are shown. There is a clear
progression from broad to sharper orientation tuning with time.
Figure 3b, ¢ shows further examples from layer 2 4 3 and layer 5. In
all cases, sharpening occurred quite rapidly, within 6 — 10 ms. This
phenomenon might be caused in a recurrent network if the

b 4CB c 4B d 4B
13.4 spk s—! 24.3 spk s-1 9.14 spks-!
—_— P st
j— .85 89 80
< ~—
83 75
\\/77 ) 70
: 7 65
~.85 60
il 50
o T4
.
40
35 ms
180
f 5 g 243 h 6
28.6 spk s-1 2.46 spk s-1 3.78 spk s-!
A
107

Orientation (deg)

Figure 2 The dynamics of orientation tuning in V1. The graphs within each column
show the evolution of the probability distribution functionr,(6) with 7. The value of 7
is written beside each graph. In all panels the x-axis represents orientation
between 0° and 180°. The y-axis represents the value of the probability density
function r,(6) for the values of 7 indicated. Notice that a uniform distribution has a
constant value of 1/180° as indicated by the vertical scale at the bottom graph in
each column. All graphs have the same vertical scale. Asr,(6) is a distribution on
the orientation angles for any 7, the integral under all the curves is constant and
equal to one. In each case, the distributions r(8) were uniform up until the first 7
shown. The laminar location of each cell and its mean firing rate during the
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stimulation period are indicated at the top. a, b, Cells in layer 4Ca and 4C8 show
unimodal dynamics and are more broadly tuned than cells in supragranular and
infragranular layers. ¢, the result from a cell in layer 4B which is sharply tuned at
7 = 53ms, has a Mexican hat distribution profile at 59 ms, and shows an inversion
at 71 ms. d, A cell in layer 4B which shows a large inversion of the distribution. e, f,
Cells in layers 2 + 3 and 5 whose preferred orientation drifted continuously with
time. g, A sharply tuned cell in layer 2 + 3 whose orientation distribution profile
resembles a Mexican hat for most of the response period of the neuron. h,
Dynamics of a cell in layer 6 which shows the appearance of a secondary peak at
the orthogonal orientation for 7= 67 ms.
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1.0
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a 0.0
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0.0
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Figure 3 The sharpening of orientation tuning over time. For each given 7,
the distribution r,(0) was normalized as follows; r,(8) = {r,(6) — min(,(6)}/
{max(r,(6)) — min(,(8))}; where the minimum and the maximum are taken over
the orientation 8. Normalization is required to compare the tuning of the
responses independently of their magnitude. Each column in this figure repre-
sents the normalized distributions of a cell at two values of 7. a, b, Examples of two
cellsin layer 2 + 3 for which the normalized distributions sharpen overtime. ¢, The
sharpening effect on a cell in layer 5. This kind of sharpening could be due to
recurrent excitatory amplification of the responses at the preferred orientation of
the cell™.

sharpening effect of intracortical feedback is slightly delayed with
respect to the input®.

A new and surprising result is that the dynamics of orientation
tuning in layer 4C of macaque V1 are quite different from the
dynamics in the supragranular and infra-granular layers. The
dynamics seen outside layer 4C may be essential in determining
the orientation tuning properties of these cells, and could be
involved in the encoding of subtler spatial features of the visual

Methods

Acute experiments were performed on adult Old-World monkeys (Macaca
fascicularis). Animals were initially tranquilized with i.m. acepromazine
(50 pgkg™'), anaesthetized with im. ketamine and maintained on iv.
opioid anaesthetic (sufentanil citrate, 6 pgkg™'h™'). During recording,
anaesthesia was continued with sufentanil (6 pgkg ™ 'h™') and paralysis
induced with pancuronium bromide. Electrocardiogram and expired CO,
were continuously monitored and blood pressure was measured non-invasively
at intervals of 5min by a Hewlett-Packard Model 78354A patient monitor.
Extracellular action potentials were recorded with glass-coated tungsten
microelectrodes, exposed tips 5-15um. Spikes were detected using a Bak
(Maryland, USA) DDIS-I dual window discriminator and were time-stamped
with an accuracy of 1ms using a CED-1401 Plus (Cambridge, UK) data
acquisition system. Strict criteria for single-unit recording included fixed
shape of the action potential and the absence of spikes during the absolute
refractory period. Small electrolytic lesions (2—-3 wA for 2-3s, tip negative)
were made along the length of each penetration. Details of the reconstruction of
the penetrations and the assignment of cells to cortical layers can be found in
ref. 30.

A Silicon Graphics Elan R4000 computer generated the stimuli in real time.
The screen measured 34.3 cm wide by 27.4 cm high. The refresh rate of the
monitor was 60 Hz. The mean luminance of the display was 56 cdm~*. The
contrast of the gratings was 100% and their spatial frequency was optimal for
each cell. The size of the stimulation patch was large compared to the receptive
field of the cell; the side of the stimulus was between 6 and 10 times the spatial
period of the optimal grating. The receptive field of the cell was centred in the
middle of the stimulus. Therefore, both the classical receptive field of the cell
and its surround were stimulated. Most cells responded with mean spike rates
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ranging between 2 and 40 spikes per second. A few cells with very high
directional selectivity did not respond at all to the stimulus and could not be
studied.

We ran stimulus sequences for 15 min (900 s or 54,000 frames). In a typical
experiment we used an angular resolution of ~10°. Thus, the set S usually
contained 72 different images (18 orientations X 4 spatial phases). During the
15-min presentation each image appeared, on average, 750 times. If a typical
cortical neuron fired ~5 spikes per second to the stochastic stimulation
sequence, we obtained a total of 4,500 spikes. We distributed these 4,500
spikes in only 18 orientation bins (because we average across spatial phases).
Thus, for a uniform distribution, about 250 spikes are found in each bin. The
large number of spikes and small number of orientation bins allowed us to
obtain smooth and accurate orientation probability distributions.

The circular variance V of a cell which has responses Ry at angles

‘EkRkeXp(izok)l . . .

+————————— Circular variance is a
EkRk

measure of orientation bandwidth which is bounded between zero and one.

Cells not tuned for orientation have a circular variance of one. Cells that are

very sharply tuned have circular variance values close to zero.

0°=6, <180° is given by V=1—
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